<https://www.youtube.com/watch?v=i94OvYb6noo>

<http://colah.github.io/posts/2015-08-Backprop/>

<http://neuralnetworksanddeeplearning.com/chap2.html>

<http://cs231n.github.io/neural-networks-1/>

<http://cs231n.github.io/optimization-2/>

<http://cs231n.stanford.edu/index.html>

<http://cs231n.stanford.edu/syllabus.html>

<http://cs231n.github.io/>

<https://medium.com/@karpathy/yes-you-should-understand-backprop-e2f06eab496b>

<http://web.stanford.edu/class/cs224n/>

<https://ai.googleblog.com/2015/06/inceptionism-going-deeper-into-neural.html>

<https://kratzert.github.io/2016/02/12/understanding-the-gradient-flow-through-the-batch-normalization-layer.html>

<https://developers.google.com/machine-learning/crash-course/reducing-loss/gradient-descent>

<https://mattmazur.com/2015/03/17/a-step-by-step-backpropagation-example/>

<http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds02.pdf>

Rnn

<http://colah.github.io/posts/2015-08-Understanding-LSTMs/>

<https://distill.pub/2016/augmented-rnns/>

<https://www.superdatascience.com/blogs/the-ultimate-guide-to-recurrent-neural-networks-rnn>

<https://www.youtube.com/watch?v=9zhrxE5PQgY>